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WedaCon: Who we are

Thorsten H. Niebuhr
Founder / CEO
IAM Topics since 1997

Felix Witt
Lead Developer / CTO
IAM Topics since 2009



Some Disclaimers
What this session is about

de-mystify ‚AI‘
An Intro on operating ‚local’ LLM’s

What it is NOT
An academic event
A Coding Session
A full scale ‚AI’ Training Session



The Environment

WLAN: WedaCon-Workshop
Pwd: Robotwar
http://192.168.210.65
(hint: use as proxy 192.168.210.65:8888)

Remote:
https://blog.wedacon.net/

https://blog.wedacon.net/blog/query-your-graph-with-natural-language/


(anyway, what is this AI thingy?)



Evolution



Rule Based Systems: Giants



Rule Based Systems: Giants



Machine Learning
Machine Learning

Supervised Learning
Task driven

Unsupervised Learning
Data driven

Reinforcement Learning
Learn from Mistake



‚Deep‘ Learning
Deep Learning

Extraction
Categorization
Multi-Layered
Neural Network



Generative AI
Generative 
Pre-Trained 
Transformer
Deep-Learning
Natural Language
Processing
‚Attention is all 
you need‘



Language Model
Natural Language Processing (NLP)



‚Pre-Trained‘

https://epoch.ai/data/notable-ai-models



(some Fixed) Model Parameters
Model Architecture
Number of Parameters
(Max) Context Window
Quantization
License
Tools Capability
Reasoning Capability
Visual / Audio Capability



Performance vs. Accuracy



Performance vs. Accuracy



a kind of magic?



Embedding and Transformer



Vectors



Temperature and probability
Temperature

Randomness of next ‚token‘

Top-p (nucleus)
amount of tokens taken into consideration

Top-k (propability)
select from k most likely next tokens

Demo
https://tiktokenizer.vercel.app/
https://projector.tensorflow.org/
https://poloclub.github.io/transformer-explainer/



Vectors and Transformer



Is that really artificial ...

‚intelligence‘?



Reasoning: How do we know
Philosophical

Rationalism
Empirism

Cognitive Aspects
Logical Thinking
Problem Solving
Decision Making

Intuition and Emotion



Reasoning: How does it know
 Capabilities

Pattern Recognition
‚Contextual‘ Understanding
Logical Inference
Probabilistic Reasoning

 Constraints
Lack of Common Sense
Data Dependencies
Limited Abstract Reasoning
Absence of casual understanding
Hallucinations



Reasoning Foundation Model

Sun et al. (2023) : https://arxiv.org/pdf/2312.11562



The Knowledge Gap
‚Common‘ LLMs (and chatbots) are trained for ‚general‘ 
knowledge, representing our young friends from before.
Specialized LLMs are available (check out huggingface)

german term: ‚Fachidiot‘

Typical Gaps
Data Quality and Bias
Hallucinations
Outdated Knowledge
Contextual Understanding
Lack of Common Sense Reasoning



Enhancing ‚Reasoning‘
  ‚Liquid‘ LLM

 Build / Traing your own model
 Fine-Tuning a given Model

  ‚Frozen‘ LLM
 Human-in-the-loop
 ‚Prompting‘
 ‚Hybrid‘ Models

 RAG
 Pipelines
 Tools
 Agents



Expert & Domain Knowledge
Common Knowledge

‚General‘ information and facts

Domain Knowledge
specifics to a particular field or industry

Expert Knowledge
‚Deep‘ Understanding in a specific area

Institutional Knowledge
The ‚internal‘ Know-How



The Case for it
Data privacy and protection
Compliance and Governance
Intellectual Property



(some) Regulations
 EU AI Act

Actors
 Provider
 Deployer

AI Competency

 US
Consumer Privacy
Healthcare Utilization
...

 China
fragmented, eg

Algorythms
Deepfake
Generative AI

https://hai.stanford.edu/ai-index/2025-ai-index-report



Prompting



Prompting, enhanced



Prompting Techniques
Zero-Shot and Few-Shot
Chain of Thoughts
Meta Prompting
Prompt Chaining
Retrieval Augmented Generation

Tools Integration
Graph Prompting



The Environment
WLAN: WedaCon-Workshop
Pwd: Robotwar
http://192.168.210.65/download
(hint: use IP as proxy)

Remote:
https://blog.wedacon.net/

https://blog.wedacon.net/blog/query-your-graph-with-natural-language/


ollama

https://ollama.com/



Open WebUI

https://docs.openwebui.com/



Zero-Shot and Few-Shot
Live Demo



Chain-of-Thoughts
Live Demo



Meta Prompting
Live Demo

- Structure
- Syntax
- Examples



Prompt Chaining
Live Demo



RAG (Retrieval Augmented Generation)

Gao et al. (2023) : https://arxiv.org/abs/2312.10997



RAG Types

Gao et al. (2023) : https://arxiv.org/abs/2312.10997



Modular RAG
Enhance LLM Capabilities with dedicated functionality

Calculator
Weather
Documents
Web Search
Semantic Search
etc pp



LLM Frameworks
3. Generation: ‚Modular‘ RAG
Integration Patterns



Pipelines (are dead)
Controlled, structured workflows using Pipelines
Chainable

LLMChain
SequentialChain
RouterChain

Example Tool : ‚langchain‘



open WebUI - Tools, Models & Knowledge



MCP (Model Context Protocol)
‚USB-C port for AI Applications‘
Developed by company ‚Anthropic‘, open-sourced 
Nov 2024

open-webui proxy server (mcpo)
openapi reverse proxy to mcp services
-> https://github.com/open-webui/mcpo

https://github.com/modelcontextprotocol



mcpo usage
https://docs.openwebui.com/openapi-servers/mcp
https://github.com/modelcontextprotocol/servers
Demo



Graph Prompting
 Graph Prompt ‚unifying pre-training and 
downstream  tasks for graph neural network‘
 Liu et al, https://arxiv.org/pdf/2302.08043
 Chain of Thought vs ‚Graph of Thought‘ (CoT vs. GoT)
 Euclidian vs non-euclidian data

Bronstein et al, 2016: https://arxiv.org/pdf/1611.08097

 simplified (greatly)
Three-dimensional (euclidian)
Three(+x) -dimensional (non-euclidian)



Things vs. Strings



IRM and Ontologies



IRM and Ontologies



IRM and Ontologies



(Knowledge) Graphs
Semantics and Knowledge Graphs
Structures

Nodes and Edges

Components
Nodes (Entitites)
Edges (Relationships)
Attributes (Properties)
(Ontologies and reasoning)



Graph DB vs Vector DB
‚Graph DB‘
Purpose / Use Cases

semi-structured

Data Structure
Nodes, edges and 
properties

Query Types
explore relationships

‚Vector‘
Purpose / Use Cases

Unstructured

Data Structure
Multi-Dimensional

Query Types
Similiarity



Build your graph
Data De-Duplication

Triples



Operating on the edges



Explore a Graph
Live



Native Language to graph
mcpo component

Tool enabled



Investigate



FreeStyle





https://commons.wikimedia.org/wiki/File:Thank-you-word-
cloud.jpg

Thorsten H. Niebuhr
tniebuhr@wedacon.net

        @idmpath

@idmpath.bsky.social
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